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High -Performance Distributed
Computing

s Distributed systems continue to change
s Clusters, grids, clouds, heterogeneous systems

s Distributed applications continue to change

» Distributed programming continues to be
notoriously difficult

s | build infrastructures and study programming
systems and applications hand -in-hand



My background

» Cluster computing

» 200 (1994), Orca
» Wide-area computing

» DAS-1 (1997), Albatross
» Grid computing

» DAS-2 (2002), Manta, Satin
» eScience & optical grids

+ DAS-3 (2006), Ibis
Many-core accelerators
+ DAS-4 (2010), MCL, Glasswing
» DAS-5 (2015), Cashmere
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Agenda @QW

. DAS (1997-2015)

A Unique aspects, the 5 DAS generations, organization
A Earlier results and impact [IEEE Computer 2015]

II. Current research on DAS studying  diversity

A A methodology for programming many  -core
accelerators

A Big data ( MapReduce ) application
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What is DAS?

s Distributed common infrastructure for Dutch E- E
Computer Science 3 E

s Distributed: multiple (4 -6) clusters at different
locations

s Common: single formal owner (ASCI), single design
team

s Users have access to entire  system
s Dedicated toCSexperi ments (11 ke G

s Interactive (distribu
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About SIZE

s Only ~200 nodes in total per DAS generation
s Less than 1.5 M u total funding per generation
s Johan Cruyff :

s "leder nadeel heb zijn voordeel"
s Every disadvantage has its advantage

JOHAN
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Small Is beautiful o

........

> We have superior wide -area latencies — = .= _
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s AN The Net her |X$m|'Beb$oumtry
(Cees de Laat, Univ. of Amsterdam) i

s Able to build each DAS generation from scratch
s Coherent distributed system with clear  vision
s Despite the small scale we achieved:

s 3 CCGrid SCALE awards, numerous TRECVID awards
s >100 completed PhD theses




DAS generations. visions

s DAS-1: Wide -area computing (1997) E s E
s Homogeneous hardware and software EE; EEE
s DAS-2: Grid computing (2002)
s Globus middleware A)
» DAS-3: Optical Grids (2006) Star 'lane
s Dedicated 10 Gb/s optical links between all sites o ©
» DAS-4: Clouds, diversity, green IT (2010) DAS y@ﬂ

s Hardware virtualization, accelerators, energy measurements
s DAS-5: Harnessing diversity, data -explosion (June 2015?
of .
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s Wide variety of accelerators, larger memories and disks das




: ASC/ (1995)

Advanced School for Computing and Imaging

s Research schools (Dutch product from 1990s ),
alms:

s Stimulate top research & collaboration

s Provide Ph.D. education (courses )

s ASCI: Advanced School for Computing and
Imaging

s About 100 staff & 100 Ph.D. Students
s 16 PhD level courses

s Annual conference




Organization

s ASCI steering committee for overall design

s Chaired by Andy Tanenbaum (DAS -1) and Henri Bal
(DAS-2 1 DAS-5)

s Representatives from all sites: Dick Epema, Cees de

Laat, Cees Snoek, Frank Seinstra , John Romein, Harry
Wijshoff

s Small system administration group coordinated
by VU (Kees Verstoep )

s Simple homogeneous setup reduces admin overhead

be
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Historical example (DAS -1)
s Change OS globally from BSDI Unix to Linux

s Under directorship of Andy Tanenbaum

Ehe New Aork Times World

Belgian King, Unable to Sign Abortion Law, Takes Day Off

By PAUL L. MONTGOMERY . Special to The New Yaork Times
Published: April 05, 1990

The civilian Government temporarily suspended King Baudouin I from power today after he declared that he could not, in good conscience as a
Roman Catholic, sign a new law permitting abortion.

After declaring the King "unable to govern,” the Cabinet assumed the King's powers and promulgated the abortion law, which was published in
the official gazette. And it called the Chamber of Deputies and the Senate back from Easter vacation for a special session on Thursday.

The lawmakers will be asked to vote on the proposition that the 59-vear-old King is once again able to govern. Approval is expected.
Seen as Acceptable Way Out

There was uproar in some political groups that have traditionally been opposed to the monarchy. But television and press comment tonight
generally supported the apparent solution to the King's problem as an acceptable outcome.

Belgium has 25 political parties divided among speakers of French and Flemish and four self-governing regions. Solutions that give each
participant a taste of victory in complicated circumstances are called " a la Belge" - in the Belgian manner.

Belgium, a country of 10 million people, sometimes puts itself forward at international gatherings as a good model to follow when big powers
and unyielding ideologies cannot find common ground.

Today's events were the first time since the creation of Belgium and its constitutional monarchy in 1830 that the special powers of the
Government had been used in such a way.
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Netherlands Organisation for Scientific Research

Financing

s NWO middle -sized equipment 6 0 pr ogr an

s Max 1 MU, very tough competition , but scored 5 -out -

of-5 \l\/ Hﬁ

s 25% matching by participating sites
s Going Dutch for ¥4 th

s Extra funding by VU and (DAS-5) COMMIT +
NLeSC

s SURFnet (GigaPort ) provides wide -area networks

GigaPorg% NCe COMMIT/
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Steering Committee algorithm

FORIIN 1..5DO
Developvision for DAS]]
NWO/M proposal byl September [4 months]
Recelveoutcome (accept [6 months]
Detailedspec/ EU tender [4-6 months]
Selectionprdersystem; delivery [Ghonthg

Research_system DASII];
Education_systens DAS[I-1] (if 1>1) g
Throw awayDASIi-2] (if i>2) gy
Wait (2 or 3 years). L
DONE =)
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Output of the algorithm

DAS-1 |DAS-2 DAS-3 |DAS-4 |DAS-5
CPU Pentium | Dual Dual Dual Dual
Pro Pentium3 | Opteron |4-core |8-core
Xeon Xeon
LAN Myrinet |[Myrinet |Myrinet QDR FDR
10G Infini Infini
Band Band
# CPU cores 200 400 792 1600 3168
1-way latency MPI (ns) |21.7 11.2 2.7 1.9 1.2
Max. throughput (MB/s) |75 160 950 2700 6000
Wide-area network 6 Mb/s |1 Gb/s 10 Gb/s |10 Gb/s |10 Gb/s
ATM Internet |Light Light Light
paths |paths |paths



Earlier results

s VU: programming distributed systems
s Clusters, wide area, grid, optical, cloud, accelerators

s Delft: resource management [ CCGri d62012 ke
s MultimediaN : multimedia knowledge discovery

s Amsterdam: wide -area networking, clouds,

energy
s Leiden : data mining, astrophysics [ CCGri d6201
keynote]
5 .
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DAS-1 (1997-2002)
A homogeneous wide -area system

200 MHz Pentium Pro VU (128 nodes) Amsterdam (24 nodes)

Myrinet interconnect

BSDI C Redhat Linux
Built by Parsytec

6 Mb/s
ATM

N

Leiden (24 nodes) Delft (24 nodes)
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Albatross project
5 Optlmlze algorithms for wide -area systems

> Exploit hierarchical structure C locality optimizations
s Compare:
s 1 small cluster (15 nodes)

s 1 big cluster (60 nodes)
s wide -area system ( 4x15 nodes)
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Sensitivity to wide -area latency
and banawidth

s Used local ATM links + delay loops to simulate various
latencies and bandwidths [HPCA§ 9 9

ASP, optimized, 32 processors, 4 clusters
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Wide -area programming
systems

s Manta:

s High-performance Java [TOPLAS 2001]

s MagPle (Thilo Kielmann ):

s MP | @obective operations optimized  for ‘
hierarchical wide -area systems [PPo PP 6 i

s KOALA (TU Delft):

> Multi -cluster scheduler with Uﬁ_a
support for co-allocation Keala




DAS-2 (2002-2006)
a Computer Scrence Grid

two 1 GHz Pentium -3s
Myrinet interconnect
Redhat Enterprise Linux
Globus 3.2

PBS C Sun Grid Engine
Built by IBM

VU (72) Amsterdam (32)

Leiden (32) Delft (32)

Utrecht (32)




